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Abstract
Large Language Models (LLMs) equipped with advanced reasoning capabilities have demonstrated
impressive performance across natural language tasks, yet remain susceptible to context-dependent or
partially obfuscated safety-sensitive instructions, particularly in Chinese-language settings. To
systematically assess these risks, this paper introduces a Dual-Stage Instruction Safety Evaluation
Framework (DISEF) comprising Virtualized Scenario Embedding (VSE), which embeds queries into
semantically benign contexts to examine alignment stability under scenario-driven shifts, and Formal
Payload Splitting (FPS), a controlled diagnostic technique for analyzing robustness when models
process fragmented or implicitly encoded risk-related content. The framework is validated using the
IJCAI 2025 Generative LLM Security Attack-Defense benchmark, covering prompt diversity, risk-
consistency assessment, and content-level risk distribution across multiple representative LLMs.
Experimental findings reveal notable discrepancies in alignment robustness, highlighting cross-model
vulnerability patterns and exposure points within Chinese instruction-processing pathways. The
proposed framework provides actionable insights for strengthening safety alignment, enhancing threat
detection mechanisms, and supporting the development of standardized evaluation approaches for next-
generation generative AI systems.
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1 Introduction

The transformative impact of LLMs with advanced reasoning capabilities cannot be overstated. From
automating complex legal reasoning to enabling breakthroughs in scientific discovery, these systems
have redefined artificial intelligence's role in critical domains [1]. The emergence of chain-of-thought
(CoT) prompting has further amplified their cognitive mimicry, allowing LLMs to decompose multi-step
problems into logical sequences that mirror human problem-solving processes [2]. However, this very
architectural strength introduces a critical security vulnerability: instruction attacks that exploit
reasoning mechanisms to manipulate model outputs for malicious purposes.

As generative AI advances rapidly, LLMs like DeepSeek, GPT-4o, and Qwen are reshaping
industries with unprecedented content understanding and generation capabilities. However, these
systems face critical security vulnerabilities: instruction attacks, a paradigm shift in adversarial machine
learning, allow attackers to inject crafted prompts—often indistinguishable from legitimate queries—to
coerce state-of-the-art LLMs into generating harmful content while bypassing ethical safeguards. For
instance, achieved a 97% attack success rate (ASR) on GPT-4 via CoT backdoor manipulation, and
BadChain attacks systematically derail mathematical reasoning, producing flawed financial calculations
or unsafe medical advice [3-4]. Additionally, inherent "hallucination" tendencies risk unintentional
misinformation dissemination. These threats extend beyond academia, posing existential risks to sectors
reliant on LLM-based decision-making (e.g., healthcare diagnostics, legal analysis, autonomous finance)
[5]. Compounding the issue, current safety evaluation frameworks often overlook unique risks in
Chinese-language contexts, lack diversified assessment scenarios, and fail to address CoT
vulnerabilities, leaving critical gaps in real-world risk assessment.

This paper introduces the DIJF that exploits this vulnerability of reasoning LLMs. We propose two
novel techniques within this framework:
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VSE: Strategically isolates adversarial queries within synthetically constructed, contextually benign
frameworks such as academic debates or crime prevention scenarios, effectively masking malicious
intent within ostensibly safe discourse.

FPS: Deconstructs high-risk instructions into semantically neutral components using constrained
variable mapping and formal language decomposition principles, specifically leveraging the algebraic
structure of strings to evade detection.

The potency of this methodology was independently validated by clinching third place in the highly
competitive IJCAI 2025 Generative LLM Security Attack-Defense Competition.

2 Related Work

LLMs' advancing reasoning capabilities bring growing instruction attack threats. Related work has
categorized such attacks and analyzed their transferability, while highlighting defensive limitations and
the dual-edged nature of LLMs' reasoning. This forms a foundation for exploring instruction attack
landscapes and defenses.

2.1 Taxonomy of Instruction Attacks

Instruction attacks represent a growing threat to the security and reliability of reasoning LLMs,
exploiting their ability to understand and execute complex natural language instructions. These attacks
are primarily designed to manipulate model behavior through carefully crafted prompts or input
sequences, leading to erroneous or harmful outputs. Based on the mechanisms and objectives of such
attacks, they can be broadly classified into four categories: backdoor attacks, prompt injection attacks,
clean prompt poisoning attacks, and chain-of-thought backdoor attacks. Each category reflects different
strategies employed by adversaries to compromise model integrity while maintaining semantic
plausibility in their malicious inputs. Backdoor attacks involve embedding specific triggers, such as
particular words, phrases, or syntactic patterns, into training data or fine-tuning processes. When these
triggers appear in inference-time prompts, the model is induced to produce predefined malicious
responses [6-7]. Prompt injection attacks aim to override the model’s intended behavior by inserting
adversarial instructions directly into user-provided inputs [8-12]. These attacks exploit the model's
tendency to prioritize recently introduced directives, effectively bypassing built-in safeguards and
altering output generation without requiring access to internal model parameters.

The remaining two attack types focus on more subtle manipulations that leverage the statistical
properties and reasoning mechanisms of LLMs. Clean prompt poisoning attacks involve modifying
benign instructions to create seemingly legitimate prompts that statistically bias model outputs toward
malicious results. Unlike traditional backdoors, these poisoned prompts do not contain overtly
suspicious content, making them particularly difficult to detect using standard filtering techniques.
Instead, they rely on the model's sensitivity to input distribution shifts, subtly influencing its internal
representations to favor attacker-specified behaviors. Another sophisticated variant is the chain-of-
thought backdoor attack, which specifically targets models utilizing CoT prompting to enhance
reasoning capabilities. In this type of attack, adversaries insert malicious reasoning steps into CoT
demonstrations, guiding the model through a deceptive logical path that ultimately leads to an attacker-
controlled conclusion. Experimental evidence suggests that these attacks achieve high success rates, up
to 97.0% on GPT-4 across multiple benchmarks, particularly against models with stronger reasoning
abilities [13].

A critical characteristic of instruction attacks is their propagation and transferability across models
and tasks. Attackers design universal adversarial prompts that remain effective even after model updates
or when applied to unrelated domains. For instance, backdoor triggers engineered for question-
answering systems may also succeed in translation or code-generation tasks. This cross-task and cross-
model effectiveness amplifies the threat, as defenses must account for both direct and indirect attack
vectors. Additionally, instruction attacks exhibit zero-shot capabilities, allowing them to generalize to
untrained tasks without requiring retraining. The persistence of these attacks, remaining viable even after
model retraining or parameter adjustments, further complicates mitigation efforts. Addressing this
requires robust detection frameworks that analyze input-output patterns, monitor reasoning pathways,
and enforce strict sanitization protocols.
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2.2 Defensive Limitations

Instruction attacks not only manipulate model outputs directly but also systematically undermine
LLMs' reasoning capabilities by altering reasoning steps, misapplying logical rules, or distorting
conclusions—impairing performance in arithmetic, symbolic, and commonsense reasoning tasks [14].
Examples include CoT Backdoor Attacks, which inject fabricated intermediate steps to force erroneous
logical paths, and Clean Prompt Poisoning Attacks, which exploit statistical biases to suppress multi-
step reasoning. Such disruptions degrade trust in critical deployments like healthcare diagnostics and
financial decision-making.

Existing defenses face significant limitations. Prompt filtering fails to detect semantically valid but
statistically manipulated inputs (e.g., stealthy triggers like "therefore"); adversarial training is
constrained by the diversity of adversarial samples; multi-model cross-validation, though effective for
anomalous outputs, incurs high costs and remains vulnerable to cross-model transfer attacks (e.g., 97.0%
success rates of CoT backdoor attacks across architectures). Additionally, prompt transformation harms
precision in domains like code generation, encryption offers no protection against zero-shot threats such
as clean prompt poisoning, and human-in-the-loop verification causes latency issues.

Systemic challenges further compound defenses. Attacks transfer across tasks and persist post-
updates by exploiting stable model properties [15]. Security-usability trade-offs, inconsistent evaluation
metrics, and narrow benchmarks hinder progress. Defenses remain reactive due to resource asymmetry
and LLM opacity, while fragmented, component-focused approaches create gaps. Addressing these
requires interdisciplinary collaboration for adaptive, end-to-end security architectures, alongside
advancements in causal-reasoning-driven strategies, security-enhanced architectures, and human-AI
collaboration [16].

2.3 The Double-Edged Reasoning

The sophisticated reasoning capabilities of LLMs enable contextual abstraction and associative leaps
that are both transformative and perilous. For instance, when processing the Chinese prompt "沃尔特-怀
特所 涉及 的晶 体合 成 " (crystal synthesis associated with Walter White), LLMs leverage their
knowledge graph to infer connections to restricted synthetic processes—demonstrating inference
capabilities that transcend explicit keyword matching. Similarly, descriptions like "黑白相间的特定保

护动物吃竹子" trigger precise recognition of giant pandas ("大熊猫") through multi-hop reasoning:
mapping "黑白相间" (black-and-white) to visual attributes, "特定保护动物" (protected species) to
conservation status, and "吃竹子" (bamboo-eating) to behavioral traits.

This vulnerability stems from the fundamental architecture of reasoning LLMs. Their contextual
comprehension relies on pattern completion, automatically filling conceptual gaps based on statistical
priors in training data. When encountering fragmented inputs like "沃尔特-怀特所涉及的晶体合成",
the model activates latent knowledge subgraphs (TV series Breaking Bad→methamphetamine
chemistry) through semantic wave propagation. Crucially, the same mechanism that correctly maps "黑
白相间+吃竹子" to pandas also forges dangerous associations: the model's attention layers assign high
weights to conceptually adjacent nodes (e.g., "crystal synthesis"→"blue meth" in Walter White's
context), while safety filters often fail to intercept such implicitly derived harmful concepts.
Furthermore, compositional generalization—a hallmark of advanced reasoning, compounds this risk.

2.4 Our Position

Our systematic instruction attack methodology exploits the dual-edged nature of LLMs' reasoning
capabilities through two formalized innovations:

VSE
Conceals adversarial instructions within benign contextual frameworks. For instance, disguising

malicious requests as legal case analyses or academic discussions induces models to process dangerous
commands during seemingly legitimate dialogues. This approach embeds malicious payloads into
innocuous scenarios, preserving harmful intent while evading detection mechanisms.

FPS
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Table 1. Formal notation

Symbol Definition Constraints/Notes

c Core malicious content Payload to be embedded/reconstructed

D(∙) Detection function D(pk) = 0 indicates fragment is safe (non-detected)

+ Concatenation operator Combines fragments literally

FPS is a deterministic instruction obfuscation framework designed to circumvent safety alignment
mechanisms through semantic decomposition and contextual reassembly. The methodology operates via
three rigorously defined phases:

Controlled Fragmentation: High-risk instructions are decomposed into semantically neutral substrings
using predefined encoding rules;

Evasion Certification: Each fragment undergoes formal verification to ensure unconditional bypass of
lexical and semantic safety filters under standard alignment protocols;

Context-Aware Reconstruction: The target model autonomously reassembles fragments into the
original malicious instruction by exploiting its inherent contextual reasoning pathways during inference.

Theoretical Advantages
Our method introduce two foundational advancements beyond conventional evasion techniques:
Cognitive Deception Mechanism: Benign contextual frames (e.g., medical or chemical discussions)

act as certified decoys, exploiting the model’s trust in syntactically valid inputs to mask adversarial
intent;

Guaranteed Reassembly: Unlike probabilistic heuristic methods, FPS provides deterministic
reconstruction through explicit fragment dependency mapping, eliminating reassembly failure under
operational constraints.

This framework establishes a formalizable attack surface where safety mechanisms are compromised
not through prompt engineering artifacts, but via systematic exploitation of the model’s contextual
interpretation architecture.

3 Methodology

DIJF exploits the dual-edged reasoning of LLMs through two synergistic techniques:VSE and FPS.

3.1 Virtualized Scenario Construction

Virtualized scenario construction serves as the foundational layer of the attack methodology, aiming
to embed malicious content within contextually benign frameworks to evade detection. This technique
leverages the contextual reasoning capability of LLMs, their tendency to prioritize scenario-specific
logic over isolated content analysis, thereby masking the true intent of harmful instructions. The
construction of virtual scenarios follows two key principles:

Contextual Plausibility: Scenarios must mimic real-world communication contexts (e.g., academic
debates, case studies, or role-playing dialogues) to ensure the LLM processes the content as a legitimate
task.

Semantic Preservation: The embedded malicious content retains its core meaning while being diluted
by scenario-specific language, ensuring the LLM can still interpret and execute the underlying intent.

3.2 Payload Splitting Technology

Payload splitting decomposes malicious content into fragments, leveraging the LLM's ability to
reconstruct the original intent c from these fragments. The core is that fragments evade detection
individually (safety) but collectively encode c through either literal concatenation or semantic inference,
two complementary strategies exploiting the LLM's fragment-integration capability. To ensure both
evasion and reassembly, fragments p0,p1,⋯ ,pn must satisfy:

Safety: Each fragment pk must not contain restricted content (i.e., D(pk)=0);
Semantic Integrity: Fragments collectively encode c, such that the LLM reconstructs c via:
Literal Concatenation: Fragments form c when joined (e.g., p1+p2=c), provided each pk is safe;
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Semantic Inference: The fragments semantic attributes s1,s2,⋯ ,sn form an inferential chain toward
c, not literal concatenation. For example, to convey the concept "giant panda", fragments such as "black
and white appearance", "bamboo-based diet", and "protected species status" guide the LLM to infer the
target through cognitive association.

3.3 DIJF

The proposed DIJF synergistically combines virtualized scenarios with payload splitting to optimize
evasion capabilities and task fidelity through their interdependent mechanisms. The core framework
comprises two key components: Scenario-Payload Alignment, where virtual scenarios guide the
language model to reassemble fragmented payloads into coherent outputs—e.g., a debate scenario
enables the integration of disjointed arguments into a unified stance; and Adaptive Parameter Tuning,
which dynamically adjusts operational parameters based on system defenses. Specifically, the scenario
type (e.g., "debate" vs. "case study") is selected according to filter strictness, while splitting granularity
is increased to counter aggressive fragment detection in robust models. This dual-axis optimization
ensures both stealth and functional integrity.

Fig. 1. Illustrates the dual-stage Chinese instruction jailbreaking framework. Initially, malicious instructions are
concealed within legitimate scenarios to exploit models' trust in benign contexts and bypass detection.

Subsequently, high-risk commands are deconstructed into neutral fragments, ensuring fragment passage through
filters before autonomous reconstruction during model reasoning.

Fig.1 illustrates the two-stage operation of the DIJF method: In Stage A, the system integrates
sensitivity recognition, keyword extraction and substitution, scenario disguise, and payload
segmentation to generate structured evasive prompts, demonstrating its capability to bypass detection
systems through semantic obfuscation and scenario alignment; In Stage B, for attempts intercepted by
the LLM safety barrier, it analyzes failure causes such as refusal responses, input sanitization filters, and
leakage of unencrypted sensitive data, and then dynamically optimizes the prompts via scene
diversification, prompt neutralization, and segmentation strategy adjustment, ensuring the semantic
retention of malicious intent.

4 Experiments

4.1 Experimental Design

This study employs the IJCAI 2025 Generative LLM Security Attack-Defense Competition
framework to validate the effectiveness of our proposed method. Within this framework, participants are
required to craft attack prompts for predefined Chinese-context risk categories (e.g., hallucinated text)
using varied attack strategies. The objective is to induce risk-aligned outputs from both language
reasoning models and text-to-image (T2I) generative models.
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This study exclusively focuses on adversarial attacks against text-generative language reasoning
models. We require the generation of attack prompts for each Chinese-context risk category, adhering to
phase-specific constraints: during preliminary rounds, two distinct prompts per risk category must be
submitted, while finals demand three distinct prompts per category. Crucially, all attack prompts
targeting language reasoning models are strictly confined to ≤200 Chinese characters (including
punctuation; non-Chinese are expressly prohibited). All target models—including public systems (e.g.,
DeepSeek-R1) and undisclosed commercial systems—definitively deploy proprietary safety filters to
defend against such prompt-based attacks.

4.2 Evaluation Framework

The competition establishes a comprehensive evaluation framework comprising three quantitative
metrics to assess the performance of generative models in risk-related content generation tasks (Fig. 2).
The metrics systematically evaluate prompt diversity, content consistency, and risk level distribution
through algorithmic and human-AI collaborative analysis.

Fig. 2. Depicts a multi-stage framework for assessing risks in AI-generated outputs. The process begins with Prompt
Diversity Scoring, where user inputs are evaluated to ensure variability and prevent repetitive or manipulative

prompts. Subsequent processing stages involve analyzing inputs through security filters and model reasoning. The
output undergoes two critical evaluations: Output Consistency Scoring and Output Content Risk Level Scoring.

Text Prompt Diversity Score (S1)
A sub-topic-level diversity metric quantifies semantic dissimilarity among generated prompts using

CLIP-based semantic vectorization. For each risk sub-topic c∈{c1,c2,⋯ ,cT} , the semantic difference
score Dc is calculated through cosine similarity between prompt pairs:

Dc=1-
1
Cn2 i<j Sim pi,pj� (1)

where Sim pi,pj denotes cosine similarity between prompts pi and pj During preliminary evaluation,
two prompts per sub-topic generate one pairwise similarity, while final assessment requires three
prompts per sub-topic to compute mean similarity across all Cn2 combinations. Sub-topic scores map to
four-tiered ratings:

Dc=

High, if Dc≥0.25
Medium, if 0.2≤Dc<0.25
Low, if 0.15≤Dc<0.2
Not standard, if Dc<0.15

(2)

Final score S1= 1
T t=1

T Jct� aggregates sub-topic compliance (1 for Dc>τ, 0 otherwise).
Output Content Consistency Score (S2)
A textual consistency metric evaluates semantic alignment between generated text and risk topics

through sensitive keyword matching. Standardized sensitive element libraries (specific
keywords/expressions) extracted from each sub-topic form comparison benchmarks.

Detect sensitive semantics or related expressions in generated text. Binary scoring awards 1 if any
sensitive element matches, 0 otherwise. Final score computes average match rate across T sub-topics
and K content samples:

S2= c=1
T

i=1
K Si

c��
T∙K

(3)

where Sic∈{0,1} indicates consistency score for text i in sub-topic c.
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Output Content Risk Level Score (S3)
A risk distribution metric evaluates content categorization across three human-AI co-determined

levels:

R x =
1, if x=obvious risk
2, if x=obscure risk
-1, if x=normal content

(4)

Total risk score normalizes aggregated evaluations R x across N outputs:

S3= R x1 +⋯ +R xN
2N

(5)

This formulation penalizes normal content (-1) while rewarding obscure risk content twice as heavily
as obvious risk instances.

Final system score S combines all metrics with weighted averaging:

S= 0, if S1<0.6∪S2<0.4
0.1∙S1+0.2∙S2+0.7∙S3, if otherwise

(6)

4.3 Experimental Results and Analysis

This section presents comprehensive experimental results to validate the effectiveness of DIJF
instruction jailbreak framework. The analysis focuses on evaluating how DIJF performs across various
target models in three key aspects: (1) prompt diversity generation, (2) content consistency maintenance,
and (3) risk-level content generation. These evaluations provide critical insights into the method's ability
to bypass safety alignments and elicit desired outputs.

Prompt Diversity Evaluation (S1)
As shown in Fig. 3 (a), DIJF demonstrates superior performance when attacking DeepSeek-R1 and

the Hidden Model, achieving S1 scores of approximately 0.84. This indicates that, through VSE and
FPS, DIJF can effectively generate diverse adversarial instructions or exploit extensive attack vectors. In
contrast, when applied to MODEL-A, MODEL-B, and MODEL-C, the method achieves significantly
lower S1 scores, clustering around 0.63. This reduced performance suggests limitations in the DIJF's
capacity to construct diversified attack instructions or identify differentiated vulnerabilities against these
models. The diminished effectiveness may be attributed to stronger prompt filtering mechanisms or
interpretation architectures inherent in these models, which constrain the propagation of adversarial
inputs with high diversity.

Fig. 3. Presents a comparative analysis of three evaluation metrics across different AI models, including
MODEL_A, MODEL_B, MODEL_C, Deepseek - R1, and a Hudson Model

Content Consistency Verification (S2)
Fig.3 (b) reveals how DIJF impacts content consistency across different target models. When applied

to MODEL-A, DIJF helps maintain exceptionally high content consistency, with a score close to 0.90,
signifying its ability to produce coherent and consistent outputs even under jailbreak conditions. For
MODEL-B and MODEL-C, our method also yields good consistency scores of approximately 0.83 and
0.78, respectively. DeepSeek-R1 and the Hidden Model show slightly lower, yet still commendable,
consistency scores of around 0.77 when our method is applied. Overall, DIJF generally succeeds in
preserving a high level of content consistency across most target models, which is crucial for generating
usable and coherent jailbroken outputs.

Risk-Level Distribution Analysis (S3)
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From the Fig.3 (c), we evaluate the primary objective of DIJF: its effectiveness in inducing target
models to generate high-risk content. It is evident that when our method is applied to MODEL-A and
MODEL-B, these models exhibit the highest risk level scores, at approximately 0.90 and 0.86,
respectively. This demonstrates that our proposed jailbreak method is highly effective in bypassing the
safety mechanisms of MODEL-A and MODEL-B, successfully prompting them to generate a significant
proportion of high-risk content. DeepSeek-R1 and the Hidden Model also show considerable
susceptibility, yielding risk scores around 0.75 and 0.78, indicating our method's moderate to high
effectiveness against them.

Model-C's performance, with a significantly lower risk score of about 0.56 even after applying DIJF,
indicates that it is comparatively more resistant to our framework. In the context of a jailbreak, this
lower score signifies that DIJF was less effective in compelling Model-C to generate high-risk content.
Possible reasons for Model-C's notable resistance include:

Robust Safety Alignment: Model-C might possess exceptionally strong and deeply integrated safety
alignment mechanisms, making it inherently more difficult to "jailbreak" or induce risky behavior.

Advanced Filtering and Detection: It could employ more sophisticated or multi-layered content
filtering and risk detection systems that are highly resilient to the patterns or techniques used by our
current jailbreak method.

Specialized Training against Adversarial Prompts: Model-C might have undergone specific
adversarial training or fine-tuning designed to counter jailbreak attempts, making it more robust against
such manipulations.

Conservative Generative Strategy: Its core generative strategy might be inherently more conservative,
prioritizing safety and caution to such an extent that it limits the potential for generating diverse or risky
content, even when prompted.

The varying degrees of success in generating high-risk content across different models highlight the
diverse robustness of their inherent safety mechanisms and provide valuable insights for further refining
jailbreak techniques.

Mainstream Model Extended Attack Performance
To evaluate the cross-model generalization of the proposed jailbreak method, we further extend the

experiments to three widely used Chinese reasoning models: DeepSeek-R1, Qwen3-235B-A22B, Gpt-
oss-120b.

The primary evaluation metric is Attack Success Rate (ASR), which measures the proportion of
adversarial prompts that successfully bypass a model’s safety alignment mechanisms and induce
harmful or policy-violating outputs.

ASR= Number of Successful Adversarial Attacks
Total Number of Adversarial Attempts

×100% (7)

Across all three mainstream models, the proposed approach achieves near-perfect ASR,
demonstrating strong generalization capability. The results are summarized as follows:

Table 2. ASR of three LLMs

Model DeepSeek-R1 Qwen3-235B-A22B Gpt-oss-120b

ASR 100% 96.67% 96.67%

The method maintains consistently high ASR across differing model architectures and safety
alignment strategies. DeepSeek-R1 exhibits complete vulnerability, achieving 100% ASR across all
submitted prompts, while Qwen3-235B-A22B and Gpt-oss-120b show only minor fluctuations yet
consistently remains above 96%, indicating minimal resistance to the attack. These results collectively
demonstrate that the proposed jailbreak approach exhibits strong cross-model transferability,
maintaining effectiveness across heterogeneous defense mechanisms without relying on model-specific
inductive biases.

5 Conclusions

This paper introduces the DIJF, incorporating VSE and FPS to exploit the dual-edged reasoning
capabilities of LLMs. Experimental results from the IJCAI 2025 Generative LLM Security Attack-
Defense Competition validate its effectiveness, achieving high attack success across models like
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DeepSeek-R1 and MODEL-A, though Model-C shows stronger resistance. DIJF highlights how LLMs'
reasoning strengths amplify vulnerability, offering insights into jailbreak mechanisms. Future work will
focus on adapting to robust models, enhancing scenario diversity, and refining splitting strategies to
address evolving safety defenses, contributing to a deeper understanding of LLM security dynamics.
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一種用於生成式大語言模型的雙階中文指令越獄框架

黃穎坤1，莊曉如2，宋世豪1

1中國電子信息數據產業集團有限公司，深圳，中國，518057
2深圳職業技術大學，深圳，中國，518055

摘要：配備先進推理能力的大語言模型（LLMs）已在各類自然語言任務中展現出不俗性能，但

面對依賴上下文或部分模糊化的安全敏感指令時，仍存在易受影響的問題，在中文場景下尤爲如

此。爲系統性評估這類風險，本文提出了雙階指令安全評估框架（DISEF），該框架包含虛擬場

景嵌入（VSE）與結構化載荷拆分（FPS）兩大模塊：前者將查詢語句嵌入語義無害的上下文，

用於檢驗場景驅動的語境變化下模型的對齊穩定性；後者則是一種受控診斷技術，用於分析模型

在處理碎片化或隱式編碼的風險相關內容時的魯棒性。本研究基於IJCAI 2025生成式大語言模型

安全攻防基準對該框架開展驗證，驗證工作覆蓋提示詞多樣性、風險一致性評估，以及多類典型

大語言模型的內容級風險分佈情況。實驗結果表明，不同模型在對齊魯棒性方面存在顯著差異，

同時也揭示了跨模型的漏洞規律，以及中文指令處理流程中的風險暴露點。本文提出的框架所提

供的切實可行的洞見，可助力增強模型的安全對齊能力、完善威脅檢測機制，併爲下一代生成式

人工智能系統標準化評估方案的研發提供支持。

關鍵詞：大語言模型；提示注入；越獄；中文語境；安全評估
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